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Abstract—We introduce an optimal approach for minimizing
the computational complexity of HEVC intra encoding subject to
constraints in bitrate and reconstruction quality. Our constraint-
optimization approach provides an extension to the use of
bit constrained rate-distortion optimization so as to minimize
encoding time while also delivering sufficient video quality.

For our approach, we adaptively control the quantization
parameter (QP) and a quad-tree-depth oriented coding tree
unit configuration to deliver performance that is optimal in the
complexity-rate-quality performance space. Our proposed ap-
proach employs a spatially adaptive model that uses neighboring
configurations to estimate optimal values for QP and the coding
tree unit configuration.

We tested our approach using an HEVC standard test video
and the ability to dynamically reconfigure between low, medium
and high profiles. We found that we can meet the constraints
(at 93% (low), 83% (medium) and 93% (high)), while delivering
encoding time savings of 13%, 49% and 40% respectively.

Index Terms—HEVC, intra coding, coding tree units, optimiza-
tion

I. INTRODUCTION

HEVC promises significant bitrate improvements over pre-

vious video compression standards. Compared to H.264, at the

same level of perceptual video quality, HEVC aims to provide

a 50% reduction in bitrate [1]. Unfortunately, to achieve a

bitrate reduction of 50%, HEVC relies on extensions of the

current compression methods that come at significant levels

of additional computational complexity. Among the most

important extensions to HEVC compression methods, we have

recursive coding/transforms units, complex intra prediction

modes and asymmetric inter prediction unit division. For intra

coding, the current paper proposes the use of a constraint op-

timization approach that minimizes computational complexity

while providing sufficient video quality and compression at

the available bitrate.

There has been strong research interest in reducing HEVC

encoding complexity for both inter and intra coding. For

reducing the computational complexity for inter coding, the

authors in [2] introduce the use of different configuration

modes. For reducing the computational complexity for intra

coding, we note the use of a rough mode set (RMS,[3]),

gradient based intra prediction [4], and coding unit (CU)

depth control [5]. Unfortunately, these prior approaches did

not take into account that video compression requirements

can vary with network conditions, energy/power constraints, or

varying expectations of video quality. Thus, it is not sufficient

to reduce computational complexity without considering the

implications on bitrate and video quality. Furthermore, the

need for a new approach is particularly important in mobile

systems as we discussed in [6], [7].

The current paper reports on a new, efficient implementation

of the minimum complexity mode introduced in [6], [7].

To define the minimum complexity mode, let C represent

computational complexity as measured by execution time,

Q represent a metric of image quality (e.g., PSNR), and

R represent the bitrate in bits per sample. Furthermore, to

avoid sacrificing video quality, we require that Q ≥ Qmin.

Similarly, bitrate constraints are captured by requiring that

R ≤ Rmax. We also let C represent the set of all possible

configurations. Then, the minimum complexity mode selects

the optimal configuration conf that solves

min
conf∈C

C subject to: (Q ≥ Qmin) & (R ≤ Rmax). (1)

The constrained optimization formulation of (1) represents an

extension of the standard rate control (RC) methods of HEVC.

Here, we note that the HEVC reference software implements

three methods for intra coding: (1) the unified RQ model

[8], (2) the R-lambda model [9], and (3) SATD based rate

control [10]. In general, rate-control methods aim to meet

the rate constraint (e.g., R ≈ Rmax) but do not consider

computational complexity. As given in (1), our goal is to

extend rate-control research to meet video quality constraints

as well as to minimize the required encoding time.

In summary, the contributions of the current paper include:

1) the development of a control mechanism that solves the

optimization problem given in (1) for HEVC intra encoding

based on the Coding Tree Unit (CTU) level, and 2) the

effective implementation of the control mechanism using CTU

performance models.

The rest of the paper is organized as follows. In section II,

we describe the proposed methodology. The results are given

in section III. Concluding remarks are given in section IV.



Fig. 1. System diagram for DRASTIC HEVC intra encoding system.

II. METHODOLOGY

A. HEVC intra encoding system

We provide a system diagram of the proposed approach

in Fig. 1. The most important innovation in our system is

the introduction of the controller that is used to handle the

optimization process. We use the term DRASTIC controller

to refer to Dynamically Reconfigurable Architecture System

for Time-varying Image Constraints controller as was first

introduced in [11]. The DRASTIC controller is provided

with measurements of encoding time, rate, and image quality

that it uses to select methods for splitting the coding and

transform units and to set the quantization parameter for the

next incoming frame.

In HM, for Luma prediction, a rough mode set (RMS) [12],

[3] that includes 8 modes for 4x4 and 8x8 CU and 3 modes for

the remaining CUs. To select the best RMS mode, it estimates

the RD performance by using the sum of square differences

as an estimate of the distortion and estimate rate based on the

number of bits required for the largest transform unit (TU).

For chroma prediction modes, the RMS is not needed since

there are fewer pixels and modes to work with. The best

chroma prediction mode is selected from 5 available modes

based on the RD performance as we did for the luma mode.

Given the determined best luma and chroma prediction modes,

the transform tree and transform coefficients are determined

using an exhaustive subdivision process, where the coding

tree unit is constructed using splitting as needed so as to

provide the best RD performance. The reconstructed pixel

values were then saved in the reconstructed picture buffer.

To reconstruct the decoded picture, deblocking filter (DBF)

and sample adaptive offset (SAO) filtering were supplied.

For optimization purposes, we disabled DBF and SAO so as

to provide performance measurements that can be controlled

directly. Here, we do note that execution times vary signifi-

cantly for different implementations of the proposed system.

However, we expect that the selected prediction modes will

remain optimal independent of the specific implementation.

In other words, we assume that the same parameters that

minimize encoding time for our testing architecture will also

produce minimal solutions for different architectures. In future

implementations, we certainly expect significant overall time-

performance improvements over our current prototype that was

constructed using the reference software HM11.0 implemen-

tation [13] . Nevertheless, we expect the proposed approach

to be directly applicable to faster implementations as well.

B. Optimal configuration management based on scalable

parametrization

We specify the optimal configuration based on (1) the

quantization parameter, and (2) a scalable parametrization of

the CU tree based on config. Here, we note that QP also

affects encoding time since larger QP values will result in

smaller bitrates, lower quality, and lower encoding times since

we will have fewer coefficients to encode. On the other hand,

config is used for controlling the search space for specifying

the coding unit sizes.

Refer to Table I and Fig. 2 to see how the config

parameter is used. The config parameter is allowed to

vary from 0 to 13. Here, scalability is achieved by making

sure that the search space uses a nested subset of the full

partition tree. We control the quad-tree partition process using

a process_id as shown in Fig.2. Here, the config param-

eter gets mapped to a maximum value of the process_id.

Thus, we do not consider partitioning beyond the maximum

value of the process_id. For example, for config = 0, we

will not consider any splitting. For config = 1, the original

64x64 coding unit can be split into 4 32x32 regions, but

we will only allow splitting except first 32x32 region. The

decision on whether splitting is optimal or not is decided

using RD optimization. For config = 6, we illustrate the

search tree using a green line in Fig. 2. Tree space search is

performed using depth first search (DFS) (as implemented in

HM software). this mechanism is applied to TU control also,

unless a split is needed, i.e. there is no 64x64 TU, we will

accept split to 32x32 TU.

Fig. 2. CU partition control based on the config parameter. In this
example, we demonstrate the case when config = 6. In this case, we have
stp proc id = 9 which prohibits any splitting for processes with id >= 9.

TABLE I
DEPTH CONTROL FOR CU AND TU USING config. WE HAVE

config = stp proc id FOR config ∈ [0, 5]. FOR config > 5, WE SHOW

THE RELATIONSHIP BELOW.

config 6 7 8 9 10 11 12 13

stp proc id 9 13 17 21 37 53 69 85
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Fig. 3. Rate-distortion-complexity performance example. The graphs were
generated by varying QP and config. The results were calculated using the
median values for the first 6 frames of RaceHorses video (832x480). BPS
stands for bits-per-sample. SPS stands for seconds-per-sample. Complexity-
distortion-rate performance surface.

The proposed scalable approach can be used to generate a

Time-Rate-Quality performance space. We demonstrate this

space in Fig. 3. Here, for each plot, we measure (i) time

using the number of seconds per sample (SPS), (ii) rate

based on the number bits per sample (BPS), and (iii) quality

using PSNR (dB). In this example, we use the first 6 frames

of the standard RaceHorsesC video (832x480) and produce

the median objective surface plot in Fig. 3. To generate the

space, we vary QP in the range of [6, 51) with a step of 3
and consider all 14 possible values for config. In total,

we have 340 possible combinations that have been verified

to be optimal in the multi-objective sense (Pareto optimal).

As expected, as we increase config, we obtain better Rate-

Distortion performance at the prize of increased computational

complexity. On the other hand, higher values of QP will

produce configurations that require lower bitrates with lower

quality and reduced computational complexity.

C. Performance prediction model

We also develop an empirical model for fitting the per-

formance surface as a function of QP and config. For the

model, quality is measured in terms of the mean of square

error (MSE), time is measured in ns (10−9 second) required

for processing a single pixel, and the Rate denotes the number

of bits per sample.

We consider an example in Fig. 3 using variations of the

model described in [7]. Here, we considered extensions up

to 4th order polynomials in QP and config. However, to

reduce the number of unknown parameters, we only consid-

ered models with three coefficients. Using cross-validation, the

optimal model was determined to be:

MSE = q0 ·QP 4 + q1 · config+ q2.

Time = t0 ·QP + t1 · config
2 + t2.

Rate = r0 · 2
−α·(QP−4/6) + r1 · config+ r2.

(2)

for α = 0.56. In (2), we note that we needed a higher order

QP power for the MSE as opposed to the what was needed

for fitting the Time objective. Here, we note that our model is

dynamical and adjusts to the input sequence. In what follows,

we also describe how to update the model based on local

measurements.

D. Model update

We note that the linear model described in (2) will need to

be updated throughout the video frame. Here, we introduce a

linear model update and keep α fixed. For the model update,

we use the three neighboring CTUs to update the current CTU

as depicted in Fig. 4. As an example, for updating the MSE

model, we use:
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which assumes that the neighboring CTUs provide three lin-

early independent equations MSEi = q0 ·QP 4
i +q1 ·configi+

q2 for i = 0, 1, 2. When the linear independence assumption

is violated, we select the neighboring CTU coefficients that

gave the most accurate predictions. Thus, in our MSE example,

instead of estimating q0, q1, q2, we simply select the qi values

used in one of the three neighboring CTUs that gave the most

accurate prediction. We apply the same approach for Time and

Rate prediction.

Fig. 4. Model update using 3 neighboring CTUs.

E. Non-linear parameter estimation

Given the fitted model, the goal of the minimum encoding

time mode is to determine the optimal configuration. To

specify the optimal configuration, we need to determine the

optimal integer values of QP and config that can produce

PSNR that stays above or equal to Qmin while the bitrate

remains below or equal to Rmax and also minimize encoding

time.

To find the optimal configuration, we will consider the most

interesting and important case when the constraints are met

with equality: Q = Qmin and R = Rmax in (1). Thus, in

this case, the assumption is that we have tight bounds where

it takes all of the available bandwidth to reconstruct the video

of sufficient quality. Here, it is clear that if this assumption is

violated, we cannot expect to be able to satisfy the constraints.

After finding the configuration that meets this assumption, we

will then search inside the constraint region to reduce encoding

time.



TABLE II
RACEHORSESC (832X480) PROFILE SETTINGS (LOW, MEDIUM, AND

HIGH) WITH RATE AND QUALITY CONSTRAINTS.

Profile Rate Const.(Mbps) Quality Const.(PSNR)

Low 3.184 29.63

Medium 6.111 32.56

High 10.647 37.87

To accomplish this, let MSEmax and Ratemax correspond

to the case when Q = Qmin and R = Rmax. Then, substitute

MSEmax and Ratemax into the first two equations of (2), and

eliminate config to obtain the nonlinear relationship for QP :

0 = (q1 · Ratemax − r1 · MSEmax) + (qr · r1 − q1 · r2)

+(q0 · r1 ·QP 4 − q1 · r0 · 2
α(4−QP )/6).

(4)

We solve (4) using Newton’s algorithm to get a continuous-

value for QP (initializing the search with QP = 20). We

then substitute QP back in (2) to obtain the corresponding

value for config. This process generates a continuous-valued

pair (QP, config) that is relaxed to integer values using the

ceiling function (QPs, configs) = (⌈QP ⌉, ⌈config⌉). We

then apply a local search in the domain of [QPs − 2, QPs +
1] × [configs − 2, configs + 1] to find a feasible solution

with the minimum execution time Time.

III. RESULTS

To demonstrate the advantages of the proposed approach,

we used a dynamic reconfiguration example. The goal of our

example is to demonstrate the ability to switch from a low

profile mode to a medium and then a high profile mode. More

generally, we refer to [14] for HM-11’s rate and quality for

difference test videos.

In this example, we define the low, medium, and high

profiles by fixing QP to QP=27, 32 and 37 respectively.

Furthermore, for comparing to the proposed approach, for

controlling both the bitrate and PSNR, we use the full range

depth configuration (config=13) and reduce the resulting

PSNR constraints a little bit to generate the low, medium, and

high profiles given in Table II.

We compare the results for the fixed QP configuration

shown in Fig. 5 with our proposed approach that is shown

in Fig. 6. For constraint satisfaction, we allow mild violations

in the order of 10% of the constraints given in Table II. Then,

as shown in Fig. 6, we can see that DRASTIC control achieves

constraint satisfaction at the high rates of 93% for low, 83% for

medium, and 93% for the high profile. Furthermore, compared

to the fixed QP results, the proposed approach achieves savings

of 13% for the low, 49% for the medium, and 40% for the

high profile.

IV. CONCLUSION

In this paper, we presented an optimal approach for mini-

mizing the computational complexity of HEVC intra encod-

ing subject to bitrate and quality constraints. We provide

Fig. 5. RaceHorsesC dynamic adaption to switch from low to medium and
high profiles using QP only (37,32,27). Refer to Table II for the low, medium,
and high profiles.

Fig. 6. RaceHorsesC DRASTIC minimum complexity mode. In this example,
the proposed approach meets the constraints given in Table II while also
minimizing the encoding time.

an effective control mechanism that dynamically adjusts the

quantization parameter and the coding tree unit partition

mechanism so as to achieve variable constraints on bitrate and

video quality. The model is dynamically updated based on the

input video. Future work of the proposed model will focus on

demonstrating the approach on larger video database and on

providing new approaches that can adapt to video content.
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